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#### Abstract

By established a Banach space with the Hausdorff distance, we introduce the alternative fixed-point theorem to explore the existence and uniqueness of a fixed subset of Y and investigate the stability of set-valued Euler-Lagrange functional equations in this space. Some properties of the Hausdorff distance are furthermore explored by a short and simple way.


## 1. Introduction

In the autumn of 1940, the stability problem of group homomorphisms was originally proposed by Ulam [27] in an international conference. More precisely, Ulam proposed about the problem that these sets $(X,+)$ and $(Y, \cdot)$ are two groups with a metric $d: X \times Y \rightarrow[0, \infty)$. For a given $\delta>0$, if a function $g: G_{1} \rightarrow G_{2}$ fulfils an approximate inequality $d(g(x+y), g(x) g(y)) \leq \delta$ for all $x, y \in G_{1}$, then we find out a positive constant $\varepsilon>0$ and a unique determined homomorphism $f: G_{1} \rightarrow G_{2}$ satisfying the condition $d(f(x), g(x)) \leq \varepsilon$ for every $x \in G_{1}$.

One year later, a very interesting method for solving the problem restricted on the framework of Banach spaces was derived by Hyers [4]. At the present time, this method has a great influence on the study of functional equations and it is still the main tool for solving the problem. Thirty-seven years later, Rassias [31] extended Hyers' theorem to a more general case solved by introducing additive mapping which is to deal with an unbounded Cauchy difference. From then on, a lot of generalizations and several classes of stability problems for functional equations have been widely studied by many scholars by using different methods in different directions.

In particular, the Hyers-Ulam-Rassias stability problem for the quadratic functional equation

$$
f(x+y)+f(x-y)=2 f(x)+2 f(y)
$$

[^0]due to given an unknown operator $f$ mapping a normed space $X$ into a classical Banach space $Y$, has been studied by the author $[8,28]$. Moreover, it is natural to define a quadratic mapping if it is an arbitrary function satisfying quadratic functional equation.

Cholewa [24] found out the above assertions are still established even though the above results of the domain $X$ can be relaxed to a group. Furthermore, in [5], the domain of the operator for functional equations can be extended to a nonempty set to solve the stability problems for a simple variable equation.

Lee et.al [13] proved the Hyers-Ulam-Rassias stability problem for Jensen-quadratic functional equation

$$
2 f(x+y)+2 f(x-y)=f(2 x)+f(2 y) .
$$

In inspired by the above works, we investigate the Euler-Lagrange functional equation [26]

$$
f(\alpha x+\beta y)+f(\alpha x-\beta y)=2 \alpha^{2} f(x)+2 \beta^{2} f(y)
$$

by introducing the fixed-point alternative theorem. It shall show that the EulerLagrange functional equation is a general form of the quadratic functional equation and also is a general form of Jensen quadratic functional equation by setting $(x, y)=(x+y, x-y)$ and $\alpha=\beta=1$, respectively. In fact, the so called equation Euler-Lagrange functional equation has some misleads seen in [26]. However, the terminology can be kept in mind to stop possible misunderstanding of the validity of uniformity.

Another similar research work, due to solved by direct method, can be dated back to Baak [3] studying stability problem about the following set-valued Cauchy-Jensen functional equations:

$$
\begin{aligned}
& f\left(\frac{x+y}{2}+z\right)+f\left(\frac{x-y}{2}+z\right)=f(x)+2 f(z) \\
& f\left(\frac{x+y}{2}+z\right)-f\left(\frac{x-y}{2}+z\right)=f(y)
\end{aligned}
$$

or

$$
2 f\left(\frac{x+y}{2}+z\right)=f(x)+f(y)+2 f(z)
$$

for all $x, y, z \in X$, where $X$ denotes a Banach space. It is worth noting that the stability problem about these three functional equations can also be derived by using another abstract direct method in [5].

There is another fact that the Banach contraction principles have been used to derive the stability problem about functional equations by Baak [14] for the first time. However, the fixed-point alternative theorem was originally used to prove Hyers-Ulam-Rassias stability problem about functional equations which are contributed to the works [32], [15]. From then on, the fixed-point theorem produces a lot of influence in the research field (see $[1,9,17,23,34,35]$.

The investigator [38] studied the generalized Cauchy-Jensen functional equation

$$
n f\left(\frac{x+y}{n}+z\right)=f(x)+f(y)+n f(z) .
$$

The authors [25], due to introducing the fixed point alternative theorem, studied the Hyers-Ulam-Rassias stability problem about the generalization of set-valued CauchyJensen functional equation

$$
\alpha f\left(\frac{x+y}{\alpha}+z\right)=f(x) \oplus f(y) \oplus \alpha f(z)
$$

for all $x, y, z \in X$ and $\alpha \geq 2$ on the classical Banach space. Based on this analysis, there is still an open problem leaving to be solved. Therefore, we investigate the Hyers-Ulam-Rassias stability problem about the following generalized set-valued CauchyJensen functional equation

$$
\alpha f\left(\frac{x+y}{\alpha}+z\right)=\alpha f\left(\frac{x-y}{\alpha}+z\right) \oplus f(y)
$$

on Banach spaces and the problem can be solved by introducing the alternative fixed point theorem.

In section 2, some basic knowledge will be presented and some properties of the Hausdorff distance are furthermore explored by a short and simple way.

In section 3, the general solution and Hyers-Ulam stability problems about the Euler-Lagrange-Jensen cubic equation will be described by the fixed point alternative theorem in the Banach spaces. At last, the problems of this topic about the relations between Euler-Lagrange functional equation and radical-type functional equations will be discussed in detail.

## 2. Preliminaries and basic knowledge

First of all, the stability problems about various functional equations have already been widely studied and there have appeared many interesting results concerning the problem (see [7, 18, 29, 30, 36, 37]).

Definition 1.([15], [33]) Assume that $X$ is a nonempty set and let the operator $d: X \times X \rightarrow[0, \infty]$ be a generalized metric on $X$ if the operator $d$ fulfils the assumptions

I (Positive definiteness) $d(x, y)>0$ if and only if $x \neq y$;
II (Symmetrical characteristic) $d(x, y)=d(y, x)$ for all $x, y \in X$;
III (Triangle inequality) $d(x, z) \leq d(x, y)+d(y, z)$ for all $x, y, z \in X$.
We have already stated the definition that $(X, d)$ is a generalized metric space. The general metric is different from the usual notion of distance or metric space from which two arbitrary elements from $X$ do not need a fixed finite value in $[0, \infty)$. A complete space with a generalized metric is called a generalized complete metric space.

A mapping $J: X \rightarrow X$ is called a Lipschitz mapping with a Lipschitz constant $L \in[0, \infty)$ if it satisfies the condition $d(J x, J y) \leq L d(x, y)$ for every $x, y \in X$. In a word, we introduce the fixed-point alternative theorem.

Theorem 2. ([15], [25], [33]) Suppose that $(X, d)$ is a complete generalized metric space and $J: X \rightarrow X$ is a Lipschitz continuous self-mapping on $X$ via $L \in$ $[0,1)$. Then for any arbitrary element $x$ from $X$, either there has for all positive integers $n$

$$
d\left(J^{n} x, J^{n+1} x\right)=\infty
$$

or there has for some positive integer $n_{0}, d\left(J^{n} x, J^{n+1} x\right)<\infty, \quad n \geq n_{0}$ and the successive sequence $\left\{J^{n} x\right\}$ converges to a unique fixed point $y^{*}$ of $J$ in the set

$$
Y=\left\{y \in X \mid d\left(J^{n_{0}} x, y\right)<\infty\right\}
$$

and $d\left(x, y^{*}\right) \leq \frac{1}{1-L} d(x, J x)$ for all $x \in Y$.
Proof. For simplicity in notation, we can assume that $n_{0}=0$. Since $J$ is a strictly contractive self-mapping satisfying the condition

$$
d\left(J^{n} x, J^{n+1} x\right)<\infty
$$

then the successive sequence $\left\{J^{n} x\right\}_{n=0}^{\infty}$ is a d-convergent sequence (We shall $d\left(x_{n}, x_{n+1}\right) \rightarrow$ 0 , as $n \rightarrow \infty$ by setting $\left.x_{n}=J^{n} x\right)$ in $X$ and thus it converges to a unique element $y^{*}$ in the set $\in Y=\left\{y \in X \mid d\left(J^{n_{0}} x, y\right)<\infty\right\}$ by the completeness of $X$ and the property I of the distance function. From property III of the distance function, we can get $d\left(x, y^{*}\right) \leq\left(1+L+L^{2}+, \cdots,\right) d(x, J x)=\frac{1}{1-L} d(x, J x)$ for all $x \in Y$. The desired assertion can be obtained.

Remark 1. If we only consider a unique determined fixed-point on the set $Y$, then there does not necessarily require the function $d$ satisfying the property of III. This property can be used to prove a more precisely approximate distance $\frac{1}{1-L}$.

In 1996, Isac.et.al [11] are the first investigators to prove the stability problem about functional equations by introducing a new notion of fixed point theorems. Via introducing several types of fixed-point approaches, many results about the Hyers-Ulam-Rassias stability problems about various functional equations appeared in the research field (see [12,19-21]). Suppose that $Y$ is a Banach space. Several classes of subsets of $Y$ are given in following:

$$
\begin{aligned}
& 2^{Y}=\{A: A \subseteq Y\} \\
& C_{b}(Y)=\{A \subseteq Y: A \text { is bounded }\} \\
& C_{c}(Y)=\{A \subseteq Y: A \text { is closed }\} \\
& C_{c b}(Y)=\{A \subseteq Y: A \text { is bounded and convex }\}
\end{aligned}
$$

In space $2^{Y}$, the definitions of the addition operation and the number multiplication operation can be stated:

$$
A+B=\left\{x+x^{\prime}: x \in A, x^{\prime} \in B\right\}, \quad \lambda A=\{\lambda x: x \in A\}
$$

where $A, B \in 2^{Y}$ and $\lambda \in \mathbb{R}$, the set of real numbers. Furthermore, if we have two subsets $A, B \in C_{c}(Y)$, then there has a well definition $A \oplus B=\overline{A+B}$. An easy observation shall show that

$$
(\lambda+\mu) A \subseteq \lambda A+\mu A, \quad \lambda A+\lambda B=\lambda(A+B)
$$

we can easily achieve $(\lambda+\mu) C=\lambda C+\mu C$ for all $C \in C_{c b}(Y)$ and $\lambda, \mu \in \mathrm{R}^{+}$.
From two any subsets $A, B \in 2^{Y}$, based on the above analysis, we give out the definition of the distance mapping $d(\cdot, A)$ and the support mappings $s(\cdot, A)$ in the following:

$$
\begin{aligned}
d(x, B) & =\inf \{\|x-y\|: y \in B\}, & & x \in Y \\
d(A, B) & =\sup _{x \in A} \inf \{\|x-y\|: y \in B\}=\sup _{x \in A} d(x, B), & & A, B \in C_{c b}(Y), \\
s\left(x^{*}, B\right) & =\sup \left\{\left\langle x^{*}, x\right): x \in B\right\}, & & x^{*} \in Y^{*} .
\end{aligned}
$$

From two any subsets $A, B \in C_{b}(Y)$, we give out the definition of the Hausdorff distance which is stated in the following

$$
h(A, B)=\inf \left\{\lambda>0: A \subseteq B+\lambda B_{Y}, \quad B \subseteq A+\lambda B_{Y}\right\}
$$

or

$$
h(A, B)=\sup \{d(A, B), d(B, A)\}
$$

whence $B_{Y}$ denotes a unit closed ball in $Y$. These two definitions of the Hausforff distance are equivalent under some cases. Next, some properties of the Hausdorff distance are furthermore explored by a short and simple way.

Proposition 3. ([25], [10]) From any subsets $A, A^{\prime}, B, B^{\prime} \in C_{c b}(Y)$ and $\mu>0$, the following conclusions hold true
(1) $h\left(A \oplus A^{\prime}, B \oplus B^{\prime}\right) \leq h(A, B)+h\left(A^{\prime}, B^{\prime}\right)$;
(2) $h(\mu A, \mu B)=\mu h(A, B)$.

Proof. From the definition of $h(A, B)$ and $h\left(A^{\prime}, B^{\prime}\right)$, there have

$$
A \subseteq B+h(A, B) B_{Y}, B \subseteq A+h(A, B) B_{Y}
$$

and

$$
A^{\prime} \subseteq B^{\prime}+h\left(A^{\prime}, B^{\prime}\right) B_{Y}, B^{\prime} \subseteq A^{\prime}+h\left(A^{\prime}, B^{\prime}\right) B_{Y}
$$

Hence there has

$$
A+A^{\prime} \subseteq B+B^{\prime}+\left(h(A, B)+h\left(A^{\prime}, B^{\prime}\right)\right) B_{Y}
$$

and

$$
B+B^{\prime} \subseteq A+A^{\prime}+\left(h(A, B)+h\left(A^{\prime}, B^{\prime}\right)\right) B_{Y}
$$

and, consequently, we have

$$
\overline{A+A^{\prime}} \subseteq \overline{B+B^{\prime}}+\left(h(A, B)+h\left(A^{\prime}, B^{\prime}\right)\right) B_{Y}
$$

and

$$
\overline{B+B^{\prime}} \subseteq \overline{A+A^{\prime}}+\left(h(A, B)+h\left(A^{\prime}, B^{\prime}\right)\right) B_{Y}
$$

Therefore (1) holds true.
According to the definition of $h(A, B)$, there is

$$
\mu A \subseteq \mu B+\mu h(A, B) B_{Y} \quad \text { or } \quad \mu B \subseteq \mu A+\mu h(A, B) B_{Y} .
$$

Hence $h(\mu A, \mu B) \leq \mu h(A, B)$. Conversely, we have $A \subseteq B+\frac{h(\mu A, \mu B)}{\mu} B_{Y}, B \subseteq A+$ $\frac{h(\mu A, \mu B)}{\mu} B_{Y}$ and the converse inequality remains true. The desired results can be obtained.

The complete metric semigroup $\left(C_{c b}(Y), \oplus, h\right)$ has been achieved if the set $Y$ is a Banach space (see [2]).

From the Euler-Lagrange set-valued functional inequalities

$$
h\left(f(\alpha x+\beta y) \oplus f(\alpha x-\beta y), 2 \alpha^{2} f(x) \oplus 2 \beta^{2} f(y)\right) \leq \varphi(x, y)
$$

with an approximate mapping $\varphi$ and

$$
h\left(\alpha f\left(\frac{x+y}{\alpha}+z\right), \alpha f\left(\frac{x-y}{\alpha}+z\right) \oplus f(y)\right) \leq \varphi(x, y, z)
$$

with an approximate control mapping $\varphi$, respectively, we have an attempt to study that, due to introducing the fixed-point alternative theorem, the set-valued mappings
$Q$, near $f$, are respectively the solution for the Euler-Lagrange set-valued functional equations

$$
f(\alpha x+\beta y) \oplus f(\alpha x-\beta y)=2 \alpha^{2} f(x) \oplus 2 \beta^{2} f(y)
$$

and

$$
\alpha f\left(\frac{x+y}{\alpha}+z\right)=\alpha f\left(\frac{x-y}{\alpha}+z\right) \oplus f(y) .
$$

For simplicity in notation, we give out the following definition.
Definition 4. A set-valued Euler-Lagrange mapping $f: X \rightarrow C_{c}(Y)$ is an arbitrary solution of the Euler-Lagrange set-valued functional equation

$$
f(\alpha x+\beta y) \oplus f(\alpha x-\beta y)=2 \alpha^{2} f(x) \oplus 2 \beta^{2} f(y)
$$

for any $x, y \in X$ with $\alpha, \beta \in R$, the real field.
Similarly, another definition can be presented in the following way.
Definition 5. A set-valued Cauchy-Jensen mapping $f: X \rightarrow C_{c}(Y)$ is an arbitrary function satisfying the set-valued Cauchy-Jensen functional equation

$$
\alpha f\left(\frac{x+y}{\alpha}+z\right)=\alpha f\left(\frac{x-y}{\alpha}+z\right) \oplus f(y)
$$

for any $x, y, z \in X$ with $\alpha R$.
Throughout the context of the literature, we always assume that $X$ is a real normed space and call $Y$ is a real Banach space.

## 3. Stability problems for the Set-Valued inequalities

Through introducing the fixed-point alternative theorem, we prove the Hyers-UlamRassias stability of set-valued Euler-Lagrange functional equation.

Theorem 6. Suppose that $\varphi: X^{2} \rightarrow[0, \infty)$ is a suitable control mapping with a constant $\alpha \in[0,1)$ fulfilling

$$
\varphi(x, y) \leq \frac{1}{\alpha} \varphi(\alpha x, \alpha y)
$$

for any $x, y \in X$. Assume that $f: X \rightarrow\left(C_{c b}(Y), h\right)$ is an operator with $f(0)=\{0\}$ satisfying

$$
\begin{equation*}
h\left(f(\alpha x+\beta y) \oplus f(\alpha x-\beta y), 2 \alpha^{2} f(x) \oplus 2 \beta^{2} f(y)\right) \leq \varphi(x, y) \tag{1}
\end{equation*}
$$

for all $x, y \in X$. In addition, if $\operatorname{diam} f(x) \leq M\|x\|^{r}$ for all $x \in X$, and for some $r<2$ and $M>0$, then we achieve a unique determined set-valued Euler-lagrange mapping $Q: X \rightarrow\left(C_{c b}(Y), h\right)$ fulfilling the following approximate inequality

$$
h(f(x), Q(x)) \leq \frac{1}{1-\alpha} \varphi(x, x)
$$

for all $x \in X$.
Proof. By setting $y=0$ in (1), due to convexity of $f(x)$, there has

$$
h\left(2 f(\alpha x), 2 \alpha^{2} f(x)\right) \leq \varphi(x, 0)
$$

whence

$$
h\left(\alpha^{2} f\left(\frac{1}{\alpha} x\right), f(x)\right) \leq \frac{1}{2 \alpha} \varphi(x, 0)
$$

for all $x \in X$. Set

$$
S:=\left\{g: g: X \rightarrow C_{c b}(Y), g(0)=\{0\}\right\}
$$

and therefore we can set the generalized metric on $X$ as

$$
\begin{equation*}
d(g, f)=\inf \{a \in(0, \infty): h(g(x), f(x)) \leq a \varphi(x, 0), \quad x \in X\}, \tag{2}
\end{equation*}
$$

whence $\inf \phi=+\infty$ and we can achieve that $(S, d)$ is complete generalized metric semigroup (see $[6,22]$ ). According to the analysis, we can define mapping $J: S \rightarrow S$ by, for every $x \in X$

$$
J g(x)=\alpha^{2} g\left(\frac{x}{\alpha}\right)
$$

We claim that $J$ is a contractive mapping on $X$ if $\alpha \in[0,1)$. From the definition, we can choose $g, f \in S$ fulfilling $d(g, f)=\varepsilon$ and an obvious conclusion that $g \in Y$. Then there has, from the definition of the generalized metric, for every $x \in X$,

$$
h(g(x), f(x)) \leq \varepsilon \varphi(x, 0) .
$$

An easy computation shows that, for every $x \in X$

$$
\begin{aligned}
h(J g(x), J f(x)) & =h\left(\alpha^{2} g\left(\frac{x}{\alpha}\right), \alpha^{2} f\left(\frac{x}{\alpha}\right)\right) \\
& =\alpha^{2} h\left(g\left(\frac{x}{\alpha}\right), f\left(\frac{x}{\alpha}\right)\right) \\
& \leq \alpha \varepsilon \varphi(x, 0)
\end{aligned}
$$

Observing that $d(g, f)=\varepsilon$, we can conclude that $d(J g, J f) \leq \alpha \varepsilon$ and also it can be rewritten as

$$
d(J g, J f) \leq \alpha d(g, f)
$$

for any two elements $g, f \in S$. Combined with the conclusion $d(f, J f) \leq \frac{1}{2 \alpha}$ with $0 \leq \alpha<1$ and by introducing the fixed-point alternative theorem, there has an operator $Q: X \rightarrow Y$ fulfilling equality :
(1) There has a unique determined fixed point of $J$ in the set

$$
M=\{g \in S: d(f, g)<\infty\}
$$

fulfilling

$$
Q(x)=\alpha^{2} Q\left(\frac{x}{\alpha}\right)
$$

for any $x \in X$ and $\alpha>1$. Hence the mapping $Q$ fulfilling via some $\mu \in(0, \infty)$ and for every $x \in X$

$$
h(f(x), Q(x)) \leq \mu \varphi(x, 0)
$$

(2) There has $d\left(J^{n} f, Q\right) \rightarrow 0$ as $n \rightarrow \infty$ and concludes that for all $x \in X$

$$
\lim _{n \rightarrow \infty} \alpha^{2 n} Q\left(\frac{x}{\alpha^{n}}\right)=Q(x)
$$

(3) There exist $d(f, Q) \leq \frac{1}{1-L} d(f, J f)$ and

$$
d(f, Q) \leq \frac{1}{\alpha-1}
$$

Finally, we prove the operator $Q$ is an Euler-Lagrange set-valued mapping for all $x, y \in X$

$$
\begin{aligned}
& h\left(Q(\alpha x+\beta y) \oplus Q(\alpha x-\beta y), 2 \alpha^{2} Q(x) \oplus 2 \beta^{2} Q(y)\right) \\
& \quad=\lim _{n \rightarrow \infty} \alpha^{2 n} h\left(f\left(\frac{x+y}{\alpha^{n}}\right) \oplus f\left(\frac{x-y}{\alpha^{n}}\right), 2 \alpha^{2} f\left(\frac{x}{\alpha^{n}}\right) \oplus 2 \beta^{2} f\left(\frac{y}{\alpha^{n}}\right)\right) \\
& \quad \leq \lim _{n \rightarrow \infty} \alpha^{2 n} \varphi\left(\frac{x}{\alpha^{n}}, \frac{y}{\alpha^{n}}\right) \\
& \quad \leq \lim _{n \rightarrow \infty} \alpha^{n} \varphi(x, y)=0 .
\end{aligned}
$$

According to the condition $\operatorname{diam} f(x) \leq M\|x\|^{r}$ for all $x \in X, \operatorname{diam} \alpha^{2 n} f\left(\frac{x}{\alpha^{n}}\right) \leq$ $\alpha^{2 n-r n} M\|x\|^{r}$ for every $x \in X$ and hence $Q(x)=\alpha^{2 n} f\left(\frac{x}{\alpha^{n}}\right)$ is a singleton set satisfying the following set-valued equation for all $x, y \in X$

$$
2 \alpha^{2} Q(x) \oplus 2 \beta^{2} Q(y)=Q(\alpha x+\beta y) \oplus Q(\alpha x-\beta y)
$$

Compared with the direct method, the fixed point alternative method is more direct, simple and short. Based on it, a typical application can be stated by a short, direct and simple way. Look it.

Corollary 7. Suppose $p>2$ and $\theta>0$ and assume an operator $f: X \rightarrow$ $\left(C_{c b}(Y), h\right)$ with $f(0)=\{0\}$ fulfilling

$$
\begin{equation*}
h\left(f(\alpha x+\beta y) \oplus f(\alpha x-\beta y), 2 \alpha^{2} f(x) \oplus 2 \beta^{2} f(y)\right) \leq \theta\left(\|x\|^{p}+\|y\|^{p}\right) \tag{3}
\end{equation*}
$$

In addition, if $\operatorname{diam} f(x) \leq M\|x\|^{r}$ for every $x \in X$, and for some $r<2$ and $M>0$, then we achieve a unique determined set-valued Euler-Lagrange mapping $Q: X \rightarrow Y$ fulfilling for an arbitrary element $x \in X$

$$
h(f(x), Q(x)) \leq \frac{\alpha^{p} \theta}{\alpha^{p}-\alpha^{2}}\|x\|^{p} .
$$

Proof. According to Theorem 6, we can easily achieve that for any two elements $x, y \in X$

$$
\varphi(x, y):=\theta\left(\|x\|^{p}+\|y\|^{p}\right) .
$$

Then there is the constant $L=\alpha^{2-p}$ in the fixed-point alternative theorem. The desired result can be achieved.

In another direction, a similar results of Theorem 6 can be described by a short way in the following.

THEOREM 8. Let $\varphi: X^{2} \rightarrow[0, \infty)$ be an approximate control mapping such that there exists a constant $\alpha>1$ satisfying

$$
\varphi(x, y) \leq \alpha \varphi\left(\frac{1}{\alpha} x, \frac{1}{\alpha} y\right)
$$

for any arbitrary elements $x, y \in X$. Assume an operator $f: X \rightarrow\left(C_{c b}(Y), h\right)$ with $f(0)=\{0\}$ satisfying

$$
\begin{equation*}
h\left(f(\alpha x+\beta y) \oplus f(\alpha x-\beta y), 2 \alpha^{2} f(x) \oplus 2 \beta^{2} f(y)\right) \leq \varphi(x, y) \tag{4}
\end{equation*}
$$

for all $x, y \in X$. In addition, if $\operatorname{diam} f(x) \leq M\|x\|^{r}$ for all $x \in X$, and for some $r<2$ and $M>0$, then we achieve a unique determined set-valued Euler-Lagrange mapping $Q: X \rightarrow\left(C_{c b}(Y), h\right)$ fulfilling the following approximate inequality

$$
h(f(x), Q(x)) \leq \frac{\alpha}{\alpha-1} \varphi(x, 0)
$$

for any $x \in X$.
Proof. By setting $y=0$ in (4), due to convexity of $f(x)$, there has

$$
h\left(2 f(\alpha x), 2 \alpha^{2} f(x)\right) \leq \varphi(x, 0)
$$

whence

$$
h\left(\frac{1}{\alpha^{2}} f(\alpha x), f(x)\right) \leq \frac{1}{2 \alpha^{2}} \varphi(x, 0)
$$

for any arbitrary element $x \in X$. Set

$$
S:=\left\{g: g: X \rightarrow C_{c b}(Y), g(0)=\{0\}\right\}
$$

and we naturally defined metric on $X$ in the following

$$
\begin{equation*}
d(g, f)=\inf \{\mu \in(0, \infty): h(g(x), f(x)) \leq \mu \varphi(x, 0), x \in X\} \tag{5}
\end{equation*}
$$

whence $\inf \phi=+\infty$ and we can conclude a complete generalized metric semigroup $(S, d)$ (see $[6,22]$ ). According to the analysis, we can define mapping $J: S \rightarrow S$ by, for any $x \in X$

$$
J g(x)=\frac{1}{\alpha^{2}} g(\alpha x)
$$

We claim that $J$ is a contractive mapping on $X$ if $\alpha \in[0,1)$. From the definition, we can choose $g, f \in S$ fulfilling $d(g, f)=\varepsilon$ and an obvious conclusion that $g \in Y$. Then, from the definition of the generalized metric, for every $x \in X$,

$$
h(g(x), f(x)) \leq \varepsilon \varphi(x, 0) .
$$

An easy computation shall that, for every $x \in X$

$$
\begin{aligned}
h(J g(x), J f(x)) & =h\left(\frac{1}{\alpha^{2}} g(\alpha x), \frac{1}{\alpha^{2}} f(\alpha x)\right) \\
& =\frac{1}{\alpha^{2}} h(g(\alpha x), f(\alpha x)) \\
& \leq \frac{1}{\alpha} \varepsilon \varphi(x, 0) .
\end{aligned}
$$

From $d(g, f)=\varepsilon$, we can get $d(J g, J f) \leq \frac{1}{\alpha} \varepsilon$ and also it can be rewritten as

$$
d(J g, J f) \leq \frac{1}{\alpha} d(g, f)
$$

for any $g, f \in S$. There has a operator $Q: X \rightarrow Y$ fulfilling:
(1) We achieve a unique determined fixed point $Q$ of $J$ in the following subset

$$
M=\{g \in S: d(f, g)<\infty\}
$$

such that

$$
Q(x)=\frac{1}{\alpha^{2}} Q(\alpha x)
$$

for any $x \in X$ via $\alpha>1$. Hence there is a unique mapping $Q$ satisfying (5) and

$$
h(f(x), Q(x)) \leq \mu \varphi(x, 0)
$$

for some $\mu \in(0, \infty)$ and for any $x \in X$.
(2) There has $d\left(J^{n} f, Q\right) \rightarrow 0$ as $n \rightarrow \infty$ and concludes that from $x \in X$

$$
\lim _{n \rightarrow \infty} \frac{1}{\alpha^{2 n}} Q\left(\alpha^{n} x\right)=Q(x)
$$

(3) There exists $d(f, Q) \leq \frac{1}{1-L} d(f, J f)$ and concludes that

$$
d(f, Q) \leq \frac{\alpha}{\alpha-1}
$$

Finally, we prove the operator $Q$ is a set-valued Euler-Lagrange mapping for all $x, y \in$ X

$$
\begin{aligned}
& h\left(Q(\alpha x+\beta y) \oplus Q(\alpha x-\beta y), 2 \alpha^{2} Q(x) \oplus 2 \beta^{2} Q(y)\right) \\
& \quad=\lim _{n \rightarrow \infty} \frac{1}{\alpha^{2 n}} h\left(f\left(\alpha^{n} x+\beta^{n} y\right) \oplus f\left(\alpha^{n} x-\beta y\right), 2 \alpha^{2 n} f\left(\alpha^{n} x\right) \oplus 2 \beta^{2 n} f\left(\alpha^{n} y\right)\right) \\
& \quad \leq \lim _{n \rightarrow \infty} \frac{1}{\alpha^{2 n}} \varphi\left(\frac{x}{\alpha^{n}}, \frac{y}{\alpha^{n}}\right) \\
& \quad \leq \lim _{n \rightarrow \infty} \frac{1}{\alpha^{n}} \varphi(x, y)=0 .
\end{aligned}
$$

Since we achieve the condition $\operatorname{diam} f(x) \leq M\|x\|^{r}$ for every $x \in X$, then there has $\operatorname{diam} \frac{1}{\alpha^{2 n}} f\left(x \alpha^{n}\right) \leq \alpha^{-2 n+r n} M\|x\|^{r}$ for any $x \in X$. Thus $Q(x)=\alpha^{2 n} f\left(\frac{x}{\alpha^{n}}\right)$ proved to be a singleton set fulfilling the following set-valued equation for all $x, y \in X$

$$
Q(\alpha x+\beta y) \oplus Q(\alpha x-\beta y)=2 \alpha^{2} Q(x) \oplus 2 \beta^{2} Q(y) .
$$

Note that an easy application of Theorem 8 has been depicted by a simple way. Now, we state it.

Corollary 9. Assume $0<p<2$ and and $\theta>0$ and assume an operator $f: X \rightarrow\left(C_{c b}(Y), h\right)$ with $f(0)=\{0\}$ and $\alpha>1$ fulfilling

$$
\begin{equation*}
h\left(f(\alpha x+\beta y) \oplus f(\alpha x-\beta y), 2 \alpha^{2} f(x) \oplus 2 \beta^{2} f(y)\right) \leq \theta\left(\|x\|^{p}+\|y\|^{p}\right) \tag{6}
\end{equation*}
$$

In addition, if $\operatorname{diam} f(x) \leq M\|x\|^{r}$ for every $x \in X$, and for some $r<2$ and $M>0$, then we achieve a unique determined set-valued Euler-Lagrange mapping $Q: X \rightarrow Y$ fulfilling for an arbitrary element $x \in X$

$$
h(F(x), Q(x)) \leq \frac{\alpha^{2} \theta}{\alpha^{2}-\alpha^{p}}\|x\|^{p} .
$$

Proof. According to Theorem 8, we can easily achieve that for any two elements $x, y \in X$

$$
\varphi(x, y):=\theta\left(\|x\|^{p}+\|y\|^{p}\right) .
$$

Then there is the constant $L=\alpha^{p-2}$. The desired result can be achieved.
As a second part of the set-valued stability problems, another set-valued functional equation has been depicted. In contrast with the results of Euler-Lagrange set-valued functional equation, the problem is more complicated.

Theorem 10. Let $\varphi: X^{3} \rightarrow[0, \infty)$ be a suitable control mapping with $0 \leq L<$ $\frac{\alpha+1}{\alpha+2}$ such that

$$
\varphi(x, y, z) \leq \frac{(\alpha+2) L}{\alpha} \varphi\left(\frac{\alpha}{\alpha+2} x, \frac{\alpha}{\alpha+2} y, \frac{\alpha}{\alpha+2} z\right)
$$

for any $x, y, z \in X$. Assume that an operator can be given $f: X \rightarrow\left(C_{c b}(Y), h\right)$ and

$$
\begin{equation*}
h\left(\alpha f\left(\frac{x+y}{\alpha}+z\right), \alpha f\left(\frac{x-y}{\alpha}+z\right) \oplus f(y)\right) \leq \varphi(x, y, z) \tag{7}
\end{equation*}
$$

for any $x, y \in X$ and $0 \leq \alpha<1$. In addition, if $\operatorname{diam} f(x) \leq M\|x\|^{r}$ for all $x \in X$, and for some $r<\frac{\log (\alpha+1)}{\log (\alpha+2)}$, $M>0$, then we achieve a unique determined set-valued Cauchy-Jensen mapping $Q: X \rightarrow\left(C_{c b}(Y), h\right)$ fulfilling the following approximate inequality

$$
h(f(x), Q(x)) \leq \frac{\alpha+1}{\alpha+1-(\alpha+2) L} \varphi(x, x, x)
$$

for every $x \in X$.
Proof. By setting $x=y=z$ in (7), due to convexity of $f(x)$, there has

$$
h\left(\alpha f\left(\frac{\alpha+2}{\alpha} x\right),(\alpha+1) f(x)\right) \leq \varphi(x, x, x)
$$

whence

$$
h\left(\frac{\alpha}{\alpha+1} f\left(\frac{\alpha+2}{\alpha} x\right), f(x)\right) \leq \frac{1}{\alpha+1} \varphi(x, x, x)
$$

for every $x \in X$. Assume the following set

$$
S:=\left\{g: g: X \rightarrow C_{c b}(Y), g(0)=\{0\}\right\}
$$

and we naturally defined a metric on $X$ in the following

$$
\begin{equation*}
d(g, f)=\inf \{\mu \in(0, \infty): h(g(x), f(x)) \leq \mu \varphi(x, x, x), x \in X\} \tag{8}
\end{equation*}
$$

whence $\inf \phi=+\infty$ and and we can conclude a complete generalized metric semigroup $(S, d)$ (see $[6,22]$ ). According to the analysis, we can define the mapping $J: S \rightarrow S$ by, for any $x \in X$

$$
J g(x)=\frac{\alpha}{\alpha+1} g\left(\frac{\alpha+2}{\alpha} x\right)
$$

From the definition, we can choose $g, f \in S$ fulfilling $d(g, f)=\varepsilon$ and an obvious conclusion that $g \in Y$. Then, from the definition of the generalized metric, for every $x \in X$

$$
h(g(x), f(x)) \leq \varepsilon \varphi(x, x, x) .
$$

An easy computation shall that, for every $x \in X$

$$
\begin{aligned}
h(J g(x), J f(x)) & =h\left(\frac{\alpha}{\alpha+1} g\left(\frac{\alpha+2}{\alpha} x\right), \frac{\alpha}{\alpha+1} f\left(\frac{\alpha+2}{\alpha} x\right)\right) \\
& =\frac{\alpha}{\alpha+1} h\left(g\left(\frac{\alpha+2}{\alpha} x\right), f\left(\frac{\alpha+2}{\alpha} x\right)\right) \\
& \leq \frac{(\alpha+2) L}{\alpha+1} \varepsilon \varphi(x, x, x) \\
& =A \varepsilon \varphi(x, x, x)
\end{aligned}
$$

where $A=\frac{(\alpha+2) L}{\alpha+1}<1$. From $d(g, f)=\varepsilon$, we can get $d(J g, J f) \leq A \varepsilon$ and also it can be rewritten as

$$
d(J g, J f) \leq A d(g, f)
$$

for any $g, f \in S$. There has an operator $Q: X \rightarrow Y$ fulfilling:
(1) We achieve a unique determined fixed point $Q$ of $J$ in the following subset

$$
M=\{g \in S: d(f, g)<\infty\}
$$

such that

$$
Q(x)=\frac{\alpha}{\alpha+1} Q\left(\frac{\alpha+2}{\alpha} x\right)
$$

for any $x \in X$ via $\alpha>1$. Hence there is a unique mapping $Q$ with some $\mu \in(0, \infty)$ satisfying (8)

$$
h(f(x), Q(x)) \leq \mu \varphi(x, x, x)
$$

for all $x \in X$.
(2) There has $d\left(J^{n} f, Q\right) \rightarrow 0$ as $n \rightarrow \infty$ and conclude that from $x \in X$

$$
\lim _{n \rightarrow \infty}\left(\frac{\alpha}{\alpha+1}\right)^{n} f\left(\left(\frac{\alpha+2}{\alpha}\right)^{n} x\right)=Q(x) .
$$

(3) There exists $d(f, Q) \leq \frac{1}{1-L} d(f, J f)$ and conclude that

$$
d(f, Q) \leq \frac{\alpha+1}{\alpha+1-(\alpha+2) L}
$$

Finally, we prove the operator $Q$ is a set-valued Cauchy-Jensen mapping for any $x, y \in X$

$$
\begin{aligned}
& h\left(\alpha Q\left(\frac{x+y}{\alpha}+z\right), \alpha Q\left(\frac{x-y}{\alpha}+z\right) \oplus Q(y)\right) \\
= & \lim _{n \rightarrow \infty}\left(\frac{\alpha}{\alpha+1}\right)^{n} h\left(f\left(\left(\frac{\alpha+2}{\alpha}\right)^{n}\left(\frac{x+y}{\alpha^{n}}+z\right)\right), f\left(\left(\frac{\alpha+2}{\alpha}\right)^{n}\left(\frac{x-y}{\alpha^{n}}+z\right)\right) \oplus f\left(\left(\frac{\alpha+2}{\alpha}\right)^{n} y\right)\right) \\
\leq & \lim _{n \rightarrow \infty} A^{n} \varphi(x, x, x)=0 .
\end{aligned}
$$

According to the condition $\operatorname{diam} f(x) \leq M\|x\|^{r}$ for any $x \in X$, thus there has

$$
\operatorname{diam}\left(\left(\frac{\alpha}{\alpha+1}\right)^{n} f\left(\left(\frac{\alpha+2}{\alpha}\right)^{n} x\right)\right) \leq \alpha^{(1-r) n}\left[\frac{(\alpha+2)^{r}}{\alpha+1}\right]^{n} M\|x\|^{r}
$$

for every $x \in X$ and thus we prove that

$$
Q(x)=\lim _{n \rightarrow \infty}\left(\frac{\alpha}{\alpha+1}\right)^{n} f\left(\left(\frac{\alpha+2}{\alpha}\right)^{n} x\right)
$$

is a singleton set satisfying the equality for any $x, y \in X$

$$
\alpha f\left(\frac{x+y}{\alpha}+z\right)=\alpha f\left(\frac{x-y}{\alpha}+z\right) \oplus f(y) .
$$

The desired results can be achieved.
Nowadays, we will not repeat the similar applications for the Euler-Lagrange setvalued functional equations. In a direct and similar manner, the following results will be presented by a converse direction.

Theorem 11. Let $\varphi: X^{3} \rightarrow[0, \infty)$ be a suitable control mapping such that there exists a constant $\alpha>1$ satisfying

$$
\varphi(x, y, z) \leq \frac{\alpha}{\alpha+2} \varphi\left(\frac{\alpha+2}{\alpha} x, \frac{\alpha+2}{\alpha} y, \frac{\alpha+2}{\alpha} z\right)
$$

for any $x, y, z \in X$. Suppose an operator $f: X \rightarrow\left(C_{c b}(Y), h\right)$ with $f(0)=\{0\}$ satisfying

$$
\begin{equation*}
h\left(\alpha f\left(\frac{x+y}{\alpha}+z\right), \alpha f\left(\frac{x-y}{\alpha}+z\right) \oplus f(y)\right) \leq \varphi(x, y, z) \tag{9}
\end{equation*}
$$

for every $x, y \in X$. In addition, if $\operatorname{diam} f(x) \leq M\|x\|^{r}$ for all $x \in X$, and for some $r>1$ and $M>0$, then we achieve a unique determined set-valued Cauchy-Jensen mapping $Q: X \rightarrow\left(C_{c b}(Y), h\right)$ fulfilling the following approximate inequality

$$
\begin{equation*}
h(f(x), Q(x)) \leq(\alpha+2) \varphi(x, x, x) \tag{10}
\end{equation*}
$$

for any $x \in X$.
Proof. By setting $x=y=z$ in (9), due to convexity of $f(x)$, there has

$$
h\left(\alpha f\left(\frac{\alpha+2}{\alpha} x\right),(\alpha+1) f(x)\right) \leq \varphi(x, x, x)
$$

whence

$$
h\left(\frac{\alpha+1}{\alpha} f\left(\frac{\alpha}{\alpha+2} x\right), f(x)\right) \leq \frac{1}{\alpha} \varphi(x, x, x)
$$

for any $x \in X$. The process of the certificate of the rest is similar to the certificate of Theorem 10 which will not be repeated later. The desired results can be achieved.

Next, we give out the generalization of Euler-Lagrange functional equation. A nonlinear mapping $Q: X \rightarrow Y$ is called Euler-Lagrange quadratic functional equation [16] if it is satisfies the fundamental functional equation

$$
\begin{equation*}
m_{1}^{2} m_{2} Q\left(a_{1} x\right)+m_{1} Q\left(m_{2} a_{2} x\right)=m_{0}^{2} m_{2} Q\left(\frac{m_{1}}{m_{0}} a_{1} x\right)+m_{0}^{2} m_{1} Q\left(\frac{m_{2}}{m_{0}} a_{2} x\right) \tag{11}
\end{equation*}
$$

with

$$
m_{0}=\frac{m_{1} m_{2}+1}{m_{1}+m_{2}}
$$

for every $x \in X$, and any fixed real numbers $a_{i}$ and positive real numbers $m_{i}(i=1,2)$ :

$$
\begin{equation*}
m=\frac{m_{1} a_{1}^{2}+m_{2} a_{2}^{2}}{m_{0}}>1 \tag{12}
\end{equation*}
$$

and
$m_{1} m_{2} Q\left(a_{1} x_{1}+a_{2} x_{2}\right)+Q\left(m_{2} a_{2} x_{1}-m_{1} a_{1} x_{2}\right)=\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)\left[m_{2} Q\left(x_{1}\right)+m_{1} Q\left(x_{2}\right)\right]$.
hold for every 2 -dimensional vectors $\left(x_{1}, x_{2}\right) \in X^{2}$, and any fixed reals $a_{i}$ and positive reals $m_{i}(i=1,2): m>1$.

It is obvious that the mapping $Q$ has been called quadratic since the above two equations has a common solution $f(x)=x^{2}$. Now, we need use a suitable control function $\varphi(x, y)$ such that $\varphi(x, x)=\varphi(x, y)$ from two arbitraries elements $x, y$ in $X$.

Theorem 12. ; Suppose that $\varphi: X^{2} \rightarrow[0, \infty)$ is a suitable control mapping fulfilling

$$
\varphi(x, y) \leq \frac{1}{\left(m_{1} / m_{0}\right) a_{1}} \varphi\left(\left(m_{1} / m_{0}\right) a_{1} x,\left(m_{2} / m_{0}\right) a_{2} y\right)
$$

and

$$
\varphi(x, y) \leq m \varphi\left(\frac{1}{m} x, \frac{1}{m} y\right)
$$

for any $x, y \in X$, where the related parameters will be determined in the later. Assume that $f: X \rightarrow\left(C_{c b}(Y), h\right)$ is an operator fulfilling $f(0)=\{0\}$ such that the fundamental functional inequality

$$
\begin{equation*}
h(\bar{f}(x), \bar{f}(x)) \leq \frac{\varphi(x, x)}{m_{1} m_{2}\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)} \tag{13}
\end{equation*}
$$

establishes for every $x \in X$, two arbitraries fixed real numbers $a_{1}, a_{2}$ and two positive real numbers $m_{1}, m_{2}$ satisfying $m>1$, whence

$$
\bar{f}(x)=m_{0}^{2} \frac{m_{2} f\left(\left(m_{1} / m_{0}\right) a_{1} x\right) \oplus m_{1} f\left(\left(m_{2} / m_{0}\right) a_{2} x\right)}{m_{1} m_{2}\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)}
$$

via $m_{0}=\frac{m_{1} m_{2}+1}{m_{1}+m_{2}}$ and

$$
\bar{f}(x)=\frac{m_{1} m_{2} f\left(a_{1} x\right) \oplus f\left(m_{2} a_{2} x\right)}{m_{2}\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)}
$$

have been called as 2-dimensional quadratic-weighted means of first and second form, respectively, for fixed real $m>1$.

Suppose further that $f: X \rightarrow\left(C_{c b}(Y), h\right)$ is an operator for a suitable control function fulfilling the nonlinear Euler-Lagrange functional inequality

$$
\begin{align*}
& h\left(m_{1} m_{2} f\left(a_{1} x_{1}+a_{2} x_{2}\right) \oplus f\left(m_{2} a_{2} x_{1}-m_{1} a_{1} x_{2}\right)\right. \\
& \left.\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)\left[m_{2} f\left(x_{1}\right) \oplus m_{1} f\left(x_{2}\right)\right]\right) \leq \varphi(x, y) \tag{14}
\end{align*}
$$

for all 2-dimensional vectors $\left(x_{1}, x_{2}\right) \in X^{2}$ In addition, if $\operatorname{diam} f(x) \leq M\|x\|^{r}$ for all $x \in X$, and for some $r<2$ and $M>0$, then there have the limit of the equation

$$
Q(x)=\lim _{n \rightarrow \infty} m^{-2 n} f\left(m^{n} x\right)
$$

for all $x \in X$, all $n \in N$ and an operator $Q: X \rightarrow\left(C_{c b}(Y), h\right)$ is a unique 2dimensional Euler-Lagrange quadratic set-valued mapping fulfilling functional equation (12) and mean equation (11) or equivalently Euler-Lagrange equation (12) and mean equation (11), such that

$$
d(f, Q) \leq \frac{m c_{1}}{m-1}, \quad m>1
$$

for every $x \in X$ and

$$
c_{1}=\frac{m+m_{1} m+m_{1} a_{1}}{m_{1} m_{2} m\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)} \varphi(x, y)
$$

satisfying

$$
\begin{align*}
& m_{1} m_{2} Q\left(a_{1} x_{1}+a_{2} x_{2}\right) \oplus Q\left(m_{2} a_{2} x_{1}-m_{1} a_{1} x_{2}\right)= \\
& \left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)\left[m_{2} Q\left(x_{1}\right) \oplus m_{1} Q\left(x_{2}\right)\right] . \tag{15}
\end{align*}
$$

Proof. By setting $\left(x_{1}, x_{2}\right)=(x, 0)$ in (14), due to convexity of $f(x)$, there has

$$
\begin{equation*}
h(\bar{f}(x), f(x)) \leq \frac{\varphi(x, 0)}{m_{2}\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)} \tag{16}
\end{equation*}
$$

for all $x \in X$. Set $\left(x_{1}, x_{2}\right)=\left(\frac{m_{1} a_{1} x}{m_{0}}, \frac{m_{2} a_{2} x}{m_{0}}\right)$ in (14), due to convexity of $f(x)$, there has

$$
\begin{equation*}
h\left(\bar{f}(x), m^{-2} f(m x)\right) \leq \frac{\varphi\left(\frac{m_{1} a_{1} x}{m_{0}}, \frac{m_{2} a_{2} x}{m_{0}}\right)}{m_{1} m_{2} m^{2}} \tag{17}
\end{equation*}
$$

for all $x \in X$. Now, we need use the restriction of the function $\varphi(x, y)$ such that $\varphi(x, x)=\varphi(x, y)$ from two arbitraries elements $x, y$ in $X$. Employing the equations (13), (16) and (17), we can achieve

$$
\begin{align*}
h\left(f(x), m^{-2} f(m x)\right) & \leq h\left(\bar{f}(x), m^{-2} f(m x)\right)+h(\bar{f}(x), f(x))+h(\bar{f}(x), \bar{f}(x))  \tag{18}\\
& \leq \frac{m \varphi(x, 0)+m_{1} m \varphi(x, 0)+\varphi\left(m_{1} a_{1} x, m_{2} a_{2} x\right)}{m_{1} m_{2} m\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)} \\
& =\frac{m+m_{1} m+m_{1} a_{1}}{m_{1} m_{2} m\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)} \varphi(x, y)=c_{1}
\end{align*}
$$

for all $x \in X$.

$$
S:=\left\{g: g: X \rightarrow C_{c b}(Y), g(0)=\{0\}\right\}
$$

and therefore we can set the generalized metric on $X$ as

$$
\begin{equation*}
d(g, f)=\inf \{a \in(0, \infty): h(g(x), f(x)) \leq a \varphi(x, y), \text { for every } x, y \in X\} \tag{19}
\end{equation*}
$$

whence $\inf \phi=+\infty$ and we can achieve that $(S, d)$ is complete generalized metric semigroup (see $[6,22]$ ). According to the analysis, we can define mapping $J: S \rightarrow S$ by, for every $x \in X$

$$
J g(x)=m^{-2} g(m x)
$$

We claim that $J$ is a contractive mapping on $X$ if $\alpha \in[0,1)$. From the definition, we can choose $g, f \in S$ fulfilling $d(g, f)=\varepsilon$ and an obvious conclusion that $g \in Y$. Then there has, from the definition of the generalized metric, for every $x \in X$,

$$
h(g(x), f(x)) \leq \varepsilon \varphi(x, 0)
$$

An easy computation shall that, for every $x \in X$

$$
\begin{aligned}
h(J g(x), J f(x)) & =m^{-2} h(g(m x), f(m y)) \\
& \leq m^{-1} \varepsilon \varphi(x, y)
\end{aligned}
$$

Observing that $d(g, f)=\varepsilon$, we can conclude that $d(J g, J f) \leq m^{-1} \varepsilon$ and also it can be rewritten as

$$
d(J g, J f) \leq m^{-1} d(g, f)
$$

for any two elements $g, f \in S$. Combined with the equation (18) with $m>1$ and by introducing fixed-point alternative theorem, there has an operator $Q: X \rightarrow Y$ fulfilling:
(1) There has a unique determined fixed point of $J$ in the set

$$
M=\{g \in S: d(f, g)<\infty\}
$$

fulfilling

$$
Q(x)=m^{-2} Q(m x)
$$

for any $x \in X$ and $\alpha>1$. Hence the mapping $Q$ fulfilling via some $\mu \in(0, \infty)$ and for every $x \in X$

$$
h(f(x), Q(x)) \leq \mu \varphi(x, 0)
$$

(2) There has $d\left(J^{n} f, Q\right) \rightarrow 0$ as $n \rightarrow \infty$ and concludes that for all $x \in X$

$$
\lim _{n \rightarrow \infty} m^{-2 n} Q\left(\frac{x}{m^{n}}\right)=Q(x)
$$

(3) There exist $d(f, Q) \leq \frac{1}{1-L} d(f, J f)$ and

$$
d(f, Q) \leq \frac{m c_{1}}{m-1}
$$

Finally, due to the condition $m>1$ and, we prove the operator $Q$ is the nonlinear Euler-Lagrange set-valued mapping for all $x, y \in X$

$$
\begin{aligned}
& h\left(m_{1} m_{2} Q\left(a_{1} x_{1}+a_{2} x_{2}\right) \oplus Q\left(m_{2} a_{2} x_{1}-m_{1} a_{1} x_{2}\right),\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)\left[m_{2} Q\left(x_{1}\right) \oplus m_{1} Q\left(x_{2}\right)\right]\right) \\
& \quad=\lim _{n \rightarrow \infty} m^{-2 n} h\left(m_{1} m_{2} f\left(a_{1} m^{n} x_{1}+a_{2} m^{n} x_{2}\right) \oplus f\left(m_{2} a_{2} m^{n} x_{1}-m_{1} a_{1} m^{n} x_{2}\right),\right. \\
& \left.\quad\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)\left[m_{2} f\left(m^{n} x_{1}\right) \oplus m_{1} f\left(m^{n} x_{2}\right)\right]\right) \\
& \leq \\
& \quad \lim _{n \rightarrow \infty} m^{-2 n} \varphi\left(m^{n} x, m^{n} y\right) \\
& \leq \lim _{n \rightarrow \infty} m^{-n} \varphi(x, y)=0 .
\end{aligned}
$$

According to the condition $\operatorname{diam} f(x) \leq M\|x\|^{r}$ for all $x \in X$, $\operatorname{diam} m^{-2 n} f\left(m^{n} x\right) \leq$ $m^{r n-2 n} M\|x\|^{r}$ for every $x \in X$ and hence $Q(x)=\lim _{n \rightarrow \infty} m^{-2 n} f\left(m^{n} x\right)$ is a singleton set satisfying the equality for all $x, y \in X$
$m_{1} m_{2} Q\left(a_{1} x_{1}+a_{2} x_{2}\right) \oplus Q\left(m_{2} a_{2} x_{1}-m_{1} a_{1} x_{2}\right)=\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)\left[m_{2} Q\left(x_{1}\right) \oplus m_{1} Q\left(x_{2}\right)\right]$.
This completes the desired assertion.
For some particular parameters $m_{1}=1, m_{2}>0$, there exist $m_{0}=1$ and $m_{1}=$ $a_{1}^{2}+m_{2} a_{2}^{2}>1$. For the particular case, we do not need the fundamental functional equation (13) where the results of this case can be stated in the following.

Corollary 13. Suppose that $\varphi: X^{2} \rightarrow[0, \infty)$ is a suitable control mapping fulfilling

$$
\varphi(x, y) \leq m \varphi\left(\frac{1}{m} x, \frac{1}{m} y\right)
$$

for any $x, y \in X$, where the related parameters will be determined in the later.
Suppose further that $f: X \rightarrow\left(C_{c b}(Y), h\right)$ is an operator fulfilling the nonlinear Euler-Lagrange functional inequality

$$
\begin{align*}
& h\left(m_{1} m_{2} f\left(a_{1} x_{1}+a_{2} x_{2}\right) \oplus f\left(m_{2} a_{2} x_{1}-m_{1} a_{1} x_{2}\right)\right. \\
& \left.\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)\left[m_{2} f\left(x_{1}\right) \oplus m_{1} f\left(x_{2}\right)\right]\right) \leq \varphi(x, y) \tag{20}
\end{align*}
$$

for all 2-dimensional vectors $\left(x_{1}, x_{2}\right) \in X^{2}$ and any fixed reals $a_{1}, a_{2}$ and positive reals $m_{2}$ :

$$
m=\frac{m_{1} a_{1}^{2}+m_{2} a_{2}^{2}}{m_{0}}=\frac{m_{1}+m_{2}}{m_{1} m_{2}+1}\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)>1
$$

Moreover, if $\operatorname{diam} f(x) \leq M\|x\|^{r}$ for all $x \in X$, and for some $r<2$ and $M>0$. Then there have the limit of the equation

$$
Q(x)=\lim _{n \rightarrow \infty} m^{-2 n} f\left(m^{n} x\right)
$$

for all $x \in X$, all $n \in N$, and an arbitrary positive numbers $m$ with $m>1$ and an operator $Q: X \rightarrow\left(C_{c b}(Y), h\right)$ is a unique 2-dimensional Euler-Lagrange quadratic set-valued mapping fulfilling

$$
d(f, Q) \leq \frac{m c_{1}}{m-1}, \quad m>1
$$

for every $x \in X$ and

$$
c_{1}=\frac{1+m_{1}}{m_{1} m_{2}\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)} \varphi(x, y)
$$

satisfying

$$
\begin{align*}
& m_{1} m_{2} Q\left(a_{1} x_{1}+a_{2} x_{2}\right) \oplus Q\left(m_{2} a_{2} x_{1}-m_{1} a_{1} x_{2}\right)= \\
& \left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)\left[m_{2} Q\left(x_{1}\right) \oplus m_{1} Q\left(x_{2}\right)\right] . \tag{21}
\end{align*}
$$

In fact, we can achieve the Euler-Lagrange functional equation from (11) if $m_{1}=m_{2}=$ 1. Next, we give another similar results in a converse direction by using the similar method. However, it is not like the above dealing way of two functional equations. A non-linearly analogous mapping $Q: X \rightarrow Y$ is called Euler-Lagrange quadratic functional equation [16] if it is satisfies (12) and the fundamental functional equation

$$
\begin{equation*}
m_{1}^{2} m_{2} Q\left(\frac{a_{1} x}{m}\right)+m_{1} Q\left(\frac{m_{2} a_{2}}{m} x\right)=m_{0}^{2} m_{2} Q\left(\frac{m_{1}}{m m_{0}} a_{1} x\right)+m_{0}^{2} m_{1} Q\left(\frac{m_{2}}{m m_{0}} a_{2} x\right) . \tag{22}
\end{equation*}
$$

Theorem 14. Suppose that $\varphi: X^{2} \rightarrow[0, \infty)$ is a suitable control mapping fulfilling

$$
\varphi(x, y) \leq \frac{1}{\left(m_{1} / m_{0}\right) a_{1}} \varphi\left(\left(m_{1} / m_{0}\right) a_{1} x,\left(m_{2} / m_{0}\right) a_{2} y\right)
$$

and

$$
\varphi(x, y) \leq \frac{1}{m} \varphi(m x, m y)
$$

for any $x, y \in X$, where the related parameters will be determined in the later. Assume that $f: X \rightarrow\left(C_{c b}(Y), h\right)$ is an operator fulfilling $f(0)=\{0\}$ such that the fundamental functional inequality

$$
\begin{equation*}
h(\overline{\bar{f}}(x), \bar{f}(x)) \leq \frac{\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)\left(m_{1}+m_{2}\right)^{2} \varphi(x, x)}{m_{1} m_{2}\left(m_{1} m_{2}+1\right)^{2}} \tag{23}
\end{equation*}
$$

holds for every $x \in X$, two arbitraries fixed real numbers $a_{1}, a_{2}$ and two positive real numbers $m_{1}, m_{2}$ satisfying $m>1$, whence

$$
\begin{equation*}
\bar{f}(x)=m_{0}^{2} m^{2} \frac{m_{2} f\left(\left(m_{1} / m m_{0}\right) a_{1} x\right) \oplus m_{1} f\left(\left(m_{2} / m m_{0}\right) a_{2} x\right)}{m_{1} m_{2}\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)}, \tag{24}
\end{equation*}
$$

via $m_{0}=\frac{m_{1} m_{2}+1}{m_{1}+m_{2}}$ and

$$
\begin{equation*}
\bar{f}(x)=m^{2} \frac{m_{1} m_{2} f\left(\frac{m_{1} a_{1}}{m} x\right) \oplus f\left(\frac{m_{2} a_{2}}{m} x\right)}{m_{2}\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)}, \tag{25}
\end{equation*}
$$

have been called as 2-dimensional quadratic-weighted means of first and second form, respectively, for fixed real $0<m<1$.

Suppose further that $f: X \rightarrow\left(C_{c b}(Y), h\right)$ is an operator fulfilling the nonlinear Euler-Lagrange functional inequality

$$
\begin{align*}
& h\left(m_{1} m_{2} f\left(a_{1} x_{1}+a_{2} x_{2}\right) \oplus f\left(m_{2} a_{2} x_{1}-m_{1} a_{1} x_{2}\right)\right.  \tag{26}\\
& \left.\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)\left[m_{2} f\left(x_{1}\right) \oplus m_{1} f\left(x_{2}\right)\right]\right) \leq \varphi(x, y)
\end{align*}
$$

for all 2-dimensional vectors $\left(x_{1}, x_{2}\right) \in X^{2}$.
In addition, if diam $f(x) \leq M\|x\|^{r}$ for all $x \in X$, and for some $r<2$ and $M>0$, then there have the limit of the equation

$$
Q(x)=\lim _{n \rightarrow \infty} m^{2 n} f\left(m^{-n} x\right)
$$

for all $x \in X$, all $n \in N$ and an operator $Q: X \rightarrow\left(C_{c b}(Y), h\right)$ is a unique 2dimensional Euler-Lagrange quadratic set-valued mapping fulfilling functional equation (25) and mean equation (22) or equivalently Euler-Lagrange equation (25) and mean equation (22), such that

$$
d(f, Q) \leq \frac{m c_{2}}{1-m}, \quad 0<m<1
$$

for every $x \in X$ and

$$
c_{2}=\frac{m+m_{1} m_{2}+m_{1} a_{1}}{m_{1} m^{2} m_{0} m} \varphi(x, y)
$$

satisfying

$$
\begin{align*}
& m_{1} m_{2} Q\left(a_{1} x_{1}+a_{2} x_{2}\right) \oplus Q\left(m_{2} a_{2} x_{1}-m_{1} a_{1} x_{2}\right)= \\
& \left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)\left[m_{2} Q\left(x_{1}\right) \oplus m_{1} Q\left(x_{2}\right)\right] . \tag{27}
\end{align*}
$$

Proof. By setting $\left(x_{1}, x_{2}\right)=\left(\frac{x}{m}, 0\right)$ in (26), due to convexity of $f(x)$, there has

$$
\begin{equation*}
h\left(\bar{f}(x), m^{2} f\left(m^{-1} x\right)\right) \leq \frac{m \varphi(x, 0)}{\left(m_{0} m m_{2}\right.} \tag{28}
\end{equation*}
$$

for all $x \in X$. Set $\left(x_{1}, x_{2}\right)=\left(\frac{m_{1} a_{1} x}{m m_{0}}, \frac{m_{2} a_{2} x}{m m_{0}}\right)$ in (26), due to convexity of $f(x)$, there has

$$
\begin{equation*}
h(\bar{f}(x), f(x)) \leq \frac{\varphi\left(\frac{m_{1} a_{1} x}{m m_{0}}, \frac{m_{2} a_{2} x}{m m_{0}}\right)}{m_{1} m_{2}} \tag{29}
\end{equation*}
$$

for all $x \in X$. Now, we need to use the restriction of the function $\varphi(x, y)$ such that $\varphi(x, x)=\varphi(x, y)$ from two arbitraries elements $x, y$ in $X$. Employing the equations (26), (28) and (29), we can achieve

$$
\begin{align*}
h\left(f(x), m^{-2} f(m x)\right) & \leq h(\bar{f}(x), f(x))+h\left(\bar{f}(x), m^{2} f\left(m^{-1} x\right)\right)+h(\bar{f}(x), \bar{f}(x))  \tag{30}\\
& \leq \frac{m+m_{1} m^{2}+m_{1} a_{1}}{m_{1} m_{2} m_{0} m} \varphi(x, y)=c_{2}
\end{align*}
$$

for all $x \in X$.

$$
S:=\left\{g: g: X \rightarrow C_{c b}(Y), g(0)=\{0\}\right\}
$$

and therefore we can set the generalized metric on $X$ as

$$
\begin{equation*}
d(g, f)=\inf \{a \in(0, \infty): h(g(x), f(x)) \leq a \varphi(x, y), \text { for every } x, y \in X\} \tag{31}
\end{equation*}
$$

whence $\inf \phi=+\infty$ and we can achieve that $(S, d)$ is complete generalized metric semigroup (see $[6,22]$ ). According to the analysis, we can define mapping $J: S \rightarrow S$ by, for every $x \in X$

$$
J g(x)=m^{2} g\left(m^{-1} x\right)
$$

We claim that $J$ is a contractive mapping on $X$ if $m \in(0,1)$. From the definition, we can choose $g, f \in S$ fulfilling $d(g, f)=\varepsilon$ and an obvious conclusion that $g \in Y$. Then there has, from the definition of the generalized metric, for every $x \in X$,

$$
h(g(x), f(x)) \leq \varepsilon \varphi(x, y)
$$

An easy computation shall that, for every $x \in X$

$$
\begin{aligned}
h(J g(x), J f(x)) & =m^{2} h\left(g\left(m^{-1} x\right), f\left(m^{-1} y\right)\right) \\
& \leq m \varepsilon \varphi(x, y)
\end{aligned}
$$

Observing that $d(g, f)=\varepsilon$, we can conclude that $d(J g, J f) \leq m \varepsilon$ and also it can be rewritten as

$$
d(J g, J f) \leq m d(g, f)
$$

for any two elements $g, f \in S$. The rest of the process of this proof are similar to the corresponding the process of the proof of Theorem 12 which we omit it here. This completes the desired assertion.
For some particular parameters $m_{2}=1, m_{1}>0$, there exist $m_{0}=1$ and $m=$ $m_{1} a_{1}^{2}+a_{2}^{2}<1$. For the particular case, we do not need the fundamental functional equation (23) where the results of this case can be stated in the following.

Corollary 15. Suppose that $\varphi: X^{2} \rightarrow[0, \infty)$ is a suitable control mapping fulfilling

$$
\varphi(x, y) \leq m \varphi\left(\frac{1}{m} x, \frac{1}{m} y\right)
$$

for any $x, y \in X$, where the related parameters will be determined in the later.
Suppose further that $f: X \rightarrow\left(C_{c b}(Y), h\right)$ is an operator fulfilling the nonlinear Euler-Lagrange functional inequality

$$
\begin{align*}
& h\left(m_{1} m_{2} f\left(a_{1} x_{1}+a_{2} x_{2}\right) \oplus f\left(m_{2} a_{2} x_{1}-m_{1} a_{1} x_{2}\right),\right.  \tag{32}\\
& \left.\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)\left[m_{2} f\left(x_{1}\right)+m_{1} \oplus f\left(x_{2}\right)\right]\right) \leq \varphi(x, y)
\end{align*}
$$

holds for all 2-dimensional vectors $\left(x_{1}, x_{2}\right) \in X^{2}$ and any fixed reals $a_{1}, a_{2}$.
In addition, if $\operatorname{diam} f(x) \leq M\|x\|^{r}$ for all $x \in X$, and for some $r<2$ and $M>0$, then there have the limit of the equation

$$
Q(x)=\lim _{n \rightarrow \infty} m^{-2 n} f\left(m^{n} x\right)
$$

for all $x \in X$, all $n \in N$, and an arbitrary positive numbers $m$ with $0<m<1$ and an operator $Q: X \rightarrow\left(C_{c b}(Y), h\right)$ is a unique 2-dimensional Euler-Lagrange quadratic set-valued mapping fulfilling

$$
d(f, Q) \leq \frac{m c_{1}}{m-1}, \quad 0<m<1
$$

for every $x \in X$ and

$$
c_{1}=\frac{1+m_{1}}{m_{1} m_{2}\left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)} \varphi(x, y)
$$

In particular, there has the identical equation

$$
Q(x)=m^{-2 n} Q\left(m^{n} x\right)
$$

for every $x \in X$, and any $n \in N$, and real numbers $a_{1}, a_{2}$ and positive real numbers $m_{1}, m_{2}$ satisfying

$$
\begin{align*}
& m_{1} m_{2} Q\left(a_{1} x_{1}+a_{2} x_{2}\right) \oplus Q\left(m_{2} a_{2} x_{1}-m_{1} a_{1} x_{2}\right)= \\
& \left(m_{1} a_{1}^{2}+m_{2} a_{2}^{2}\right)\left[m_{2} Q\left(x_{1}\right)+m_{1} \oplus Q\left(x_{2}\right)\right] . \tag{33}
\end{align*}
$$

For further studying in various normed space, we will study the stability problem in the sense of random normed space, quasi- $(2, \beta)$-Banach space and even more general settings in the future. It particularly interested that we can also study the hyperstability results for radical-type functional equations in normed spaces of different types.
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